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# Introduction

This project is based on Audio Transcription. We are to build 2 different deep learning models and compare them based on their evaluations. This project falls under the category of machine learning. As any machine learning problem, we have a goal, dataset, model and evaluations. In our case, our goal is to build a model which recognises words from audio input. A basic supervised learning model requires the dataset and its labels or supervisory signal. The dataset must be split to training and testing set and must be fed to our neural network. Just like how a regular model requires lots of training data to learn a specific class, we have training data for each word. Each word is a class. There are multiple speakers speaking the same word, which have their own waveform, although different speakers, the waveform appears similar. We feed the neural network different waveforms of the same word, so that it can be able to recognise that word from a different speaker. Our dataset is in audio form with a folder of different words, which contains multiple speakers speaking out the word. Our program converts the audio to its respective spectrogram which becomes our data to be trained and tested, i.e. the Xtrain and Xtest variables. Then we attach them with their respective labels, which are the words, i.e. the ytrain and ytest variables.

# Overall System Architecture

We are building two architectures: CNN and CNN based on transfer learning

## CNN

For CNN, the name speaks for itself, a few layers of convolution and pooling layers are kept for feature learning and reduction respectively, reduce the complexity of the image, learn only the important features, and then predict using a fully connected layer. We are using 3 layers of convolution layer and pooling layer with a final dense layer.

## CNN via Transfer Learning

For the second model, CNN architecture was used in conjunction with a pre-trained model using the ImageNet database. The model consisted of one Base layer followed by MaxPooling and Dropout layers, and finally, four Dense layers to learn all the features from the image. Softmax was used on the final activation layer. Adam was used as the optimiser, and categorical\_crossentropy was used for the loss function. Early stopping was also implemented to prevent overfitting with the patience of 10 epoch.

# Data collections and annotations

Dataset collections were the most challenging part of our task since our coding and everything related to our work depends on the quality and quantity of the dataset, its cleanliness and usefulness for our implementation methods.

We have looked over three different datasets:

Our first dataset was a very heavy file of around 75 gigabytes. It was good, except the dataset was in sentences; we needed single words. Initially, the team thought of splitting it using a code, but the folder was too large for our computers to handle and work with and thus causing our computers to crash several times while working with it. However, by that time, we had found our second dataset. Due to all this, we have not looked into the data labelling method for our dataset.

Our second dataset looked very promising. It was clean,well organised, and was very useful in terms of our implementation stategy. The annotations were done by the csv files provided, where one column referred to the link of the audio file, and the other referred to the word( the label). The dataset had no sentences, and we proceeded with it till last week. It also had separate CSV files for train and test, meaning the splitting has already been done for us. However, due to computer lagging issues of two team members, we thought to write codes out of theory and debug it all later since this way we could focus on debugging together. During final week, everything was debugged except for the audio to image conversion, we faced several issues:

First, Mubin took a portion of the dataset, three classes to be specific to test out the code for audio to image conversion, the audio was in a .opus format and it worked well printing out the spectrogram in google colab. Later when Masrur ran the codes, it gave an unknown format error, so we wrote code to convert it all to .wav format, it still did not work and gave errors. Masrur tried a random wav file from the internet and it works, we assumed there was something wrong with the method of conversion, and we could not find any other method of conversion from opus file. We decided to discard the dataset since the only option left is to use colab, and we are in no time to upload heavy files into the colab.

The third dataset was found on the same day we encountered problems with our second dataset. This dataset was also clean and organised well. Instead of csv files, there were text files with each line, being the link to an audio. We wrote code in order to split the directory to store the label names. We quickly fine tuned our code to match our new dataset, and began audio conversion to one class. To our surprise, the conversion worked, and we saved up multiple spectrograms, and checked to see if they are different and the conversion works fine. Later we converted all the train and test audios to images and were finally ready for training the model since our training parameters were ready.

# Implemented Machine Learning Techniques For Automated Speech Recognition

CNN and rnn(lstm), I guess

Transfer learning technique was used for second model

# Scenarios/Examples To Demonstrate How The System Works

# Critical Analysis Of The Implementation

As we know, CNN is deep learning neural network model preferably used for image classification and is very good at extracting features from images and learning it.

In general image data has a lot of pixels, the traditional fully connected layers would be too much for the model to handle, here is where CNN comes in, basically it takes in the image, uses convolution layer to extract some features using a kernel or filter and then reduces them using pooling layer, it then keeps repeating the previous two steps depending on how complex the features are, then provides the important features to the fully connected layers for processing.

In other words, CNNs take an image, shortens it to just important features and proceeds with fully connected layers.

In our case, our data was audio, we had to convert the audio to image, its spectrogram, basically every audio has a waveform image. The idea was to use the waveform of multiple speakers of the same word, which would be similar, and the model would learn the similar features so that during prediction, the model would predict that specific word.

We provided 3 layers of convolution and pooling layers with the activation function of relu. And the final

layer with the number of nodes same as that of the number of classes with the activation function of

softmax since we were working on multi class classification.

For the transfer learning model, we used the same dataset audio files that have been converted into

images previously. (masrur please fill in)

Later we wrote code for evaluation using confusion matrix and plotting graps of two models and

compared them

# Practical Application Of The Description

(insert spectrogram pictures, screenshots of the working model, the gui, explain how the model works with proof)

# Summary

In summary, all the sleeps we lost, the (non-existent) sex we missed, the appetites we lost, the sanity we have left, have kinda not been worth it?

The model making was fairly easy and was no big deal, our only challenges were audio conversion, the datasets, and the gui, other than that everything was alright.

Speaking about the model, in conclusion, we would like to say that the model could have been implemented better if it werent for the opus file format of the second dataset, due to less time, we switched to a simpler dataset in order to show demonstration of the model and its working and our knowledge and work to be assessed in this situation. Although less data, the working and the coding would have been the same if we had bigger data.
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